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Abstract

Batch reinforcement learning (RL) aims to learn a good control policy
from a previously collected dataset without requiring additional interac-
tions with the environment. Unfortunately, in the real world, we may
only have a limited amount of training data for tasks we are interested
in. Most batch RL methods are intended to learn a policy over one fixed
dataset, and are not intended to learn a policy that can perform well over
other tasks. How can we leverage the advantages of batch RL while
dealing with limited training data is another challenge in real world. In
this work, we propose to add sample transfer and policy distillation to
a leading Batch RL approach. The proposed methods are evaluated on
multiple control tasks to showcase their effectiveness.

1 Introduction

Deep RL (DRL) has achieved impressive successes in different areas including the game of Go
(Silver et al., 2017), Atari games (Mnih et al., 2015), and continuous control tasks (Lillicrap et al.,
2015). However, deploying RL algorithms for real-world problems can be very challenging. Com-
pared with supervised learning algorithms (e.g., classification or regression), most reinforcement
learning algorithms need to interact with the environment many times to learn a reliable control
policy. This process can be very costly or even dangerous for some real-world applications, e.g.,
safety-critical applications. The current success of deep RL algorithms heavily depends on a large
number of interactions with the environment. Thus the practical application of reinforcement learn-
ing algorithms in the real world is critically limited by its poor data efficiency and its inflexibility of
learning in an offline fashion.

Batch reinforcement learning algorithms (also known as offline reinforcement learning algorithms)
have been developed to solve this issue. Batch RL aims to learn a control policy from a previously
collected dataset without further interactions with the environment. There have been many efforts in
developing batch RL methods: early approaches include fitted Q iteration method (Ernst et al., 2005)
which uses a tree-based model to estimate the state-action value function (Q function) in an iterative
way, and the neural fitted Q method (Riedmiller, 2005), which leverages a multilayer perceptron
(MLP) to approximate the Q function. Since these earlier efforts, a number of batch reinforcement
learning algorithms have been developed that further improve the learning performance. These
approaches can be generally categorized as Q function based methods (Fujimoto et al., 2019; Kumar
et al., 2020) and imitation learning based methods (Wang et al., 2018; Peng et al., 2019).

Even with these advances, most existing batch RL algorithms assume that we have a large number of
data points in the batch. In the real world, this may be an unrealistic assumption. For example, when

∗Equal contribution

Offline Reinforcement Learning Workshop at Neural Information Processing Systems, 2021



learning energy management control policies, we may only have a very limited amount of collected
data for newly built houses and buildings. It is hard for most current batch RL algorithms to learn a
reliable policy with a limited number of data points. In this work, we use transfer learning (Torrey
& Shavlik, 2010) to address this issue. Transfer learning aims to use the knowledge from source
domains (domains for which we have a large amount of data) to improve the learning performance
in the target domain (the domain we are interested in, but for which we only have a limited amount
of data). Depending on the manner in which knowledge is reused from the source domains, there
are three main categories of transfer learning: sample transfer, model transfer, and representation
transfer. In this work, we use sample transfer, i.e., we transfer some related data points from the
source tasks to improve the learning performance in the target control task. This can help the target
task with low data. The proposed algorithm is referred to as BAIL+ as it is a direct extension of the
BAIL algorithm proposed by Chen et al. (2019).

Batch RL algorithms are typically designed to deal with single task scenario (a single batch setting).
In the real world, it is more common to have batches collected from a set of tasks that have similar
Markov Decision Process (MDP) settings, but which correspond to different environments. For
example, we may have collected datasets from a set of houses/buildings in the same area. Thus,
it will very helpful if one general policy can be learned from different batches that performs well
on these different tasks even including unseen tasks, without further adaptation. In Li et al. (2019),
the authors implemented preliminary investigations on multitask batch reinforcement learning. In
our work, to improve the task-level generalization of the policy learned with batch RL, we further
extend BAIL+ for multi-batch settings via policy distillation. The resulting algorithm is referred to
as MBAIL. Specifically, we aim to learn a general policy without the need to infer the task identity
which can make batch RL more applicable in the real world.

2 Background

Batch Reinforcement Learning Reinforcement learning (Sutton & Barto, 2018) is a paradigm in
which an agent aims to learn an optimal control policy by interacting with the environment. For-
mally, an RL problem is typically formulated as a Markov Decision Process (MDP), i.e., a tuple
〈S,A, p, r, µ, γ〉, where S is the state space, A is the action space, p : S ⊗ A → S is the state
transition function, r : S ⊗ A → R is the reward function, µ is the initial state distribution, and γ
is the discount factor. In batch reinforcement learning (batch RL), the goal is to learn a high perfor-
mance control policy using an offline dataset without further interactions with the environment. The
dataset consists of N data points B = {(st, at, rt, s

′

t)|t = 1, .., N}. The batch can be collected with
any method, and specifically it does not represent an on or near-policy distribution of states. B can
be obtained while training an RL policy in a episodic fashion or running some other control policy
(e.g., rule-based methods) in the same way.

BAIL: Best Action Imitation Learning Best Action Imitation Learning (BAIL) (Chen et al.,
2019) is a simple and computationally efficient imitation learning-based batch RL algorithm. The
core concept of BAIL is very simple: finding actions that can achieve high return for each state s
and then learning a control policy based on these selected state-action pairs. To be more specific,
for a particular state-action pair (s, a), let G(s, a) denote the return starting in state s and executing
action a, under the policy π. Denote the optimal value function by V ∗(s). Then if the action a∗
satisfies G(s, a∗) = V ∗(s), a∗ is an optimal action for state s. The problem now becomes how
to obtain V ∗ in a batch setting. Since there is no further interaction with the environment, it is
impossible to find V ∗. Therefore we seek to eliminate as many useless state-action pairs in the
batch as possible, to avoid the algorithm inferring bad actions. To do this, we estimate a supremum
of the optimal value function V ∗, which is referred to as the upper envelope. Given φ = (w, b), a
neural network parameterized Vφ : S → R, a regularization weight λ and a dataset D of size m,
where Di = (si, Gi) and Gi is the accumulated return of the state si computed within the given
batch, then the upper envelope function V ∗ : S → R is estimated by minimizing the following loss
function:

min
φ

m∑
i=1

[Vφ(si)−Gi]2 + λ||w||2 s.t. Vφ(si) > Gi where i = 1, 2, · · ·m (1)
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Algorithm 1 BAIL+: Best Action Imitation Learning with Multi-source Sample Transfer
Input: A target task batch Bt andN source task batches B1,B2, · · · ,BN and the pre-defined sample
selection ratio threshold α̃

1: Learn the upper envelope function Vt and the reward function r̂t for batch Bt.
2: for j = 1, · · · , N do
3: for d = 1, · · · ,M do
4: Denote the current state action pair by (sjd, a

j
d).

5: Following equation 5, estimate return of sample (sjd, a
j
d), denote by Ĝjd.

6: Compute the sample selection ratio α(sjd, a
j
d) via equation 4.

7: if α(sjd, a
j
d) > α̃ then

8: Append (sjd, a
j
d) to dataset Bt

9: end if
10: end for
11: Learn the final policy πt on Bt via imitation learning
12: end for
Output: the final policy of the target task πt

Once the upper envelope function Vφ is estimated, the best state-action pairs can be selected from
the batch data B based on the estimated Vφ. One way of selecting such pair is that for a fixed β > 0,
we choose all (si, ai) pairs from the batch data set B such that:

Gi > βVφ(si) (2)
Typically, one can set β such that p% of the data points are selected, where p is a hyper-parameter.
In this work, we follow the same setting as Chen et al. (2019), in which β is set to ensure that
approximately 25% of all the data points are selected for each batch.

Multi-Batch Reinforcement Learning To make batch RL more suitable for real-world applica-
tions, it is desirable that the learned control policy performs well in multiple situations. In this work,
we aim to learn one RL agent from a set of batches sampled from a set of tasks {T1, · · · , TN}. Then
the multi-task (multi-batch) batch reinforcement learning can be formulated as

arg max
θ

J(θ) = ETi∼p(T )[JTi(πθ)] (3)

where JTi(πθ) is referred to as the performance of control policy πθ on task i. Here p(T ) defines
the task distribution and for each task i, we have a corresponding dataset Bi.

3 Methodology

In this work, we aim to improve the RL agent’s performance over multiple tasks given a set of
datasets collected from multiple tasks. We tackle this problem in two stages. We first improve
the BAIL algorithm via sample transfer, which results in the BAIL+ algorithm, in which we have
one target task with a set of related source tasks. Furthermore, leveraging policy distillation, we
extend BAIL+ to MBAIL (Multi-batch Best Action based Imitation Learning with sample transfer)
to achieve better generalization over multiple tasks. Below we will illustrate both of our methods in
more details.

3.1 BAIL+

When dealing with a set of related tasks, it is natural to think about how to leverage data across all
of them. To achieve this, one straight forward approach is through sample transfer. The core idea
of sample transfer is to utilize samples from numerous source tasks to construct a comprehensive
dataset to improve the learning on the target task. In terms of BAIL, we employ an effective ap-
proach, that is, given a target task Tt, a state action pair (s, a) from any source task and its trajectory
ηs,a = ((s, a), (s1, a1), · · · , (sk, ak)), we define the sample selection ratio of the state action pair
(s, a) similar to the definition of BAIL’s sample selection ratio β, i.e.

α(s, a) =
Ĝt(ηs,a)

V t(s)
(4)
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Figure 1: The overview for multi-batch BAIL.

Algorithm 2 MBAIL: Best Action Imitation Learning for Multiple Batches
Input: Batches B1, · · · ,BN ofN tasks, maximum number of epochsE

1: for t = 1, · · · , N do
2: Following Algorithm 1, train policy πt.
3: end for
4: for i = 1, · · · , E do
5: Compute the distillation loss Lπ via Equation 6
6: Compute the triplet loss Ltriplet via Equation 7.
7: Do gradient descent w.r.t. π and q for the loss function: L = Ltriplet + Lπ
8: end for

Output: The distilled policy π and the task inference module q.

Note Ĝt(η) is the estimated return of the source task samples evaluated on the target task and the
same is for V t(s). Then given a selection threshold α̃, if any state action pair (s, a) has α(s, a) > α̃,
we incorporate this pair into our newly selected batch. The motivation for this is that, by assuming
the correct estimation of Gt and V t, we just need to follow the original BAIL routine to pick the
state action pair that induces the best action.

Then, the imminent problem is to obtain an estimate of the return Ĝt evaluated on the target task. To
solve this, we first learn a reward function estimator on the target task r̂t : S ×A → R. Then given
a discount factor γ and a trajectory of state action pairs η = ((s1, a1), (s2, a2), · · · , (sM , aM )) from
any source task batch, we can obtain its return estimate on the target task, that is:

Ĝt(η) =

M∑
i=1

γi−1r̂t(si, ai) (5)

Note that we assume all tasks share the same transition function, and the batch is collected via the
same policy, therefore Equation 5 is a reasonable estimation of the return on the target task. Once the
return estimation is complete, we just need to select the samples based on the selection ratio function
α and some threshold α̃. Similarly to BAIL, we select α̃ such that the top p% of all datasets from
the source tasks is selected. Once the data is selected, we then use a standard supervised learning
based imitation learning method to obtain the final BAIL+ policy.

The pseudo code for BAIL+ is given in Algorithm 1. Assume we have one target task Tt and N
source tasks T1, T2, · · · , TN and their batch dataset Bt and B1,B2, · · · ,BN of state action pairs.
These tasks share the same state space, action space and transition functions, but have different
reward functions. Assume |B1| = · · · = |BN | = M . For the sake of simplicity, we also assume the
length of all trajectories is L. Note that this assumption can be easily lifted.

3.2 Multi-batch BAIL+

In multitask reinforcement learning, we are often faced with a set of similar tasks and it is desirable
to learn a policy that is able to leverage knowledge from all tasks and obtain a policy that has
similar or better performance across all tasks than the ones learned via single task training. Policy
distillation (Rusu et al., 2015) is a classic multitask reinforcement learning approach, where the
distillation agent aggregates knowledge from all of the policies and distill them into one consistent
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policy (Rusu et al., 2015). This distillation process leverages knowledge from all tasks and thus
can potentially further improve the performance. In this section, we will introduce our approach for
multitask batch reinforcement learning based on the previous BAIL+ method, we will refer to this
method as MBAIL.

Given a set of policies Π = {πi|i = [1, 2, · · · , N ]} and corresponding tasks T1, · · · , TN , we want to
learn a policy π : S → A such that

∑N
i=1

∑
s∈Bi

d(π(s), πi(s)) is minimized, where d is a distance
measure, and is chosen to be L2 distance. In addition, to help the task identification, we incorporate
a task inference module q : S × A × R × S → Rk. The distilled policy and the task inference
module are all parameterized by a neural network. Denote the context tuple c = (s, a,R, s

′
), our

algorithm aims to minimize the following loss function:

Lπ =
1

N

N∑
i=1

E
s,ci∼Bi

[(πi(s)− π(s, zi))
2 + βKL(q(ci)||N (0, 1))], zi ∼ q(ci) (6)

However, this approach is not directly deployable under the batch setting. In (Li et al., 2019), the
authors observed that the task inference module has learned to model the posterior over task identity
as conditionally dependent on only the state-action pairs, but omit the effect of reward, which is
crucial in the multitask setting. The reason for this behavior lies in the fact that there is no overlap
(or little) between each batch. Therefore in this case, minimizing Equation 6 only leads to the
algorithm learning the trivial correlations.

To avoid this problem, in (Li et al., 2019), the authors propose to add an additional loss function,
namely the triplet loss. The motivation behind this loss is to enforce reward information to take part
in the task inference. The authors achieve this by introducing a relabeling process. Given a context
tuple ci = (si, ai, Ri, s

′

i) from batch Bi and a reward estimation of task j, r̂j : S × A → R, the
relabelling of ci to task j, denoted by cji , is defined as: cji = (si, ai, r̂j(si, ai), s

′

i). Then the triplet
loss function is defined by:

Ltriplet =
1

N(N − 1)

N∑
i=1

N∑
j=1,j 6=i

[d(q(cji , q(ci)))− d(q(cji ), q(cj)) + a]+ (7)

where a is the triplet margin, [·]+ is the ReLU function , q outputs the posterior over task identity and
d is a divergence measure which is chosen to be the KL diverge. Through minimizing Equation 7,
we essentially encourage q to infer similar task representations when given either ci or cji . Moreover,
it helps enforcing q to infer different task identities for cji and cj , which forces q to account for the
reward information instead of only relying on the state-action pairs.

Now, to add with the previous distillation loss, our multi-batch policy distillation loss is:

L = Ltriplet + Lπ (8)

By minimizing the loss function, we will be able to obtain the final distilled policy π, as well as the
inference module q. The pseudo-code of MBAIL is summarized in Algorithm 2. There are two main
stages for MBAIL. In the first stage, BAIL+ is used to train policies for each task or each group of
tasks with identical properties for BAIL+. In the second stage, the policies learned from each of the
individual policies are distilled into one single multitask policy.

4 Experiments

In the experiment, we evaluate both BAIL+ and MBAIL on a set of datasets introduced in (Li et al.,
2019). As baseline comparisons, we have also included the results for single task BAIL, as well
as contextual BCQ, where the networks in BCQ are modified to accept the inferred task identity as
input as illustrated in (Li et al., 2019).

4.1 Experiment Setup

The datasets consist three challenging task distributions, namely Ant-Dir, Ant-Goal and HalfChee-
tahVel, from MuJoCo (Todorov et al., 2012). For the multi-task setup, we utilize the exact data
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(a) The directions of all 10 tasks for Ant-
Dir. The dashed black line indicates the an-
gle border of the task distribution. The sim-
ulated robot ant starts at (0, 0) and needs to
move as quickly as possible in each of the
designated directions.

(b) Goal distribution of all 10 tasks for Ant-
Goal. The simulated robot ant starts at (0,
0) and needs to navigate to each designated
goal represented by dots in the figure.

(c) An example of the simulated ant robot.
This robot is used for both Ant-Dir and Ant-
Goal environments.

(d) An example of the simulated half cheetah
robot. This robot is used for the Halfchee-
tahVel environment. The task for this envi-
ronment is for the half cheetah robot to reach
and maintain a specific speed.

Figure 2: Illustrations of the experiment environment and their task distribution.

and evaluation protocols from (Li et al., 2019). In Ant-Dir, a target direction defines a task, where
the agent maximizes returns by running with maximal speed in the target direction. In Ant-Goal, a
task is defined by a goal location, to which the agent should navigate. In HalfCheetahVel, a task is
defined as a constant velocity the agent should achieve. As specified by the dataset authors (Li et al.,
2019), there are in total 200,000 samples for Ant-Dir, 300,000 samples for Ant-Goal and 60,000
trajectories for HalfCheetahVel. The state measurements for each task follows exactly the OpenAI
gym state. No task-specific information, for example goal location or the target velocity, is added to
the state. For Ant-Dir the target directions and goals are sampled from a 120◦ circular arc. Figure 2
illustrates these environments in detail.

In experiments, we illustrate the performance of our approaches for both Algorithm 1 and Algo-
rithm 2. For all upper envelope estimation (single task BAIL, BAIL+ and MBAIL), we use a
ReLu (Nair & Hinton, 2010) network of two layers with 128 neurons in each layer. To learn the
policies, we use classic supervised learning based behavior cloning method where the policy is pa-
rameterized by a three-layers ReLu network with 128 neurons in each layer. This structure is the
same across all our methods. For upper envelope estimation as well as policy learning, we use
Adam (Kingma & Ba, 2015) with learning rate 0.001 as our optimization. For policy distillation of
our MBAIL method, the inference module q is parameterized by a two-layered ReLu network with
200 neurons in each layer and we use Adam with 0.0005 learning rate to optimize the model. In
addition, to estimate the returns Ĝt, we use the trained reward models from Li et al. (2019), which
is an ensemble of 10 neural networks. We then follow Equation 5 to estimate the return with the
discount factor set to 0.99.

Contextual BCQ has the same components as the vanilla BCQ (Fujimoto et al., 2019), including a
Q function, a perturbation network and a variational autoencoder (Kingma & Welling, 2013). For
contextual BCQ, we use the exact same model structure as in Li et al. (2019), where the Q function is
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Improvement (%) Training samples
ratio (%) 5 10 20 40 60 80 100

Ant-Dir

BAIL (Single) -0.12 3.18 5.79 14.82 19.87 22.33 23.21
BAIL+ 0.37 3.38 6.30 14.95 20.20 21.45 22.91
MBAIL 5.70 5.65 5.90 16.47 18.72 23.43 23.84
Contextual BCQ 0.74 2.40 4.08 11.87 14.46 18.59 19.49

Ant-Goal

BAIL (Single) -76.81 -51.04 -50.31 -50.08 -49.91 -50.40 -49.00
BAIL+ -62.87 -51.90 -50.30 -49.74 -50.61 -50.19 -49.74
MBAIL -50.94 -49.86 -50.24 -47.07 -47.27 -46.83 -47.44
Contextual BCQ -72.06 -44.09 -34.49 -30.25 -29.30 -26.18 -27.29

HalfCheetahVel

BAIL (Single) -22.15 -22.46 -22.80 -22.08 -20.08 -17.41 -13.35
BAIL+ -22.09 -22.72 -22.52 -16.05 -13.33 -12.87 -11.22
MBAIL -16.95 -16.85 -16.76 -15.12 -12.43 -12.04 -11.34
Contextual BCQ -20.50 -20.77 -20.44 -16.03 -12.69 -10.69 -9.05

Table 1: Improvement percentage over baseline single task BAIL.

estimated via a 9 layers neural network with 1024 neurons for each layer, the perturbation network
is parameterized via 8 layers neural network with 1024 neurons and the VAE has 7 layers of the
same number of neurons.

4.2 Experiment Results

To evaluate our models, we run the learned policies on each of the training environments for 1,000
steps and compute their returns. We then normalize all the returns for each of the tasks by the average
of the Monte Carlo estimated in-batch returns Ḡt for task t. The reason for this normalization
is that each task, although in the same environment, may differ in reward scaling (e.g., it may be
intrinsically easier to walk slowly or reach a nearby goal compared with fast running or distant goals)
- note we inherit this property from the public dataset and have not modified the environment code
or raw data. Next, we average all the normalized returns to form an evaluation on the current task.
In general, for a policy π, let rπi denote reward collected at time step i when following the policy π,
we evaluate all the learned policies by the computing the normalized return: Eπt =

∑L
i=1 r

π
i /|Ḡt|.

To illustrate the benefit of sample transfer as well as multitask learning, we show the results using
different sizes of the training batches. Because the batch for each environment varies in sample size,
for the simplicity in the result presentation, we evaluate the models with different percentages of the
training batches. We take the first x% of the batch as the training batch, where x takes the value of
5, 10, 20, 40, 60, 80, 100, respectively. The averaged normalized returns for different training sample
ratios are listed in Table 1 and the learning curves for all environments on training sample ratio 0.1
and 0.8 are presented in Figure 3.

4.3 Results Analysis

From Table 1, we can first clearly observe that our BAIL+ and MBAIL outperform the single trained
BAIL method for nearly all of the environments. This is especially the case when encountering
smaller training sample sizes. This shows that our algorithms, by leveraging information from other
tasks, whether it’s from sample transfer or policy distillation, have on average improved the policy
performance on each task.

More specifically, from Table 1, we can see that BAIL+ consistently outperforms single task BAIL.
This result shows that BAIL+, by transferring sample from source tasks to the target task, has im-
proved the performance over the original single task BAIL policy. In addition, as one can see from
the learning curve in Figure 3, when the sample size is too small, namely 20,000 for Ant-Goal and
6,000 for HalfCheetahVel, there is some model degeneration happening when training for longer
epochs. We can see that although model degeneration does happen for BAIL+, it can often converge
to a better solution. Moreover, in HalfCheetahVel, even with 48,000 examples, this degeneration still
happens for BAIL, while for BAIL+ it does not affect its learning. These results further showcase
the benefits of BAIL+ compared to BAIL by simply enriching the target batch’s dataset.

Another observation is that our MBAIL method consistently outperforms BAIL+ across almost all
different sample sizes, as shown in Table 1. This indicates that the policy distillation process of
our MBAIL method does further improve the policy’s performance on top of the BAIL+ algorithm.
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Figure 3: Learning curves for our methods (MBAIL and BAIL+) and the baseline single task BAIL
and contextual BCQ.

Unlike single BAIL or BAIL+, even with low amount of data, as shown in the Figure 3, the distilled
policy does not seem to have model degeneration as observed for other methods, indicating a stable
performance under small data regime.

One interesting result is that it seems on Ant-Goal environment, none of the BAIL-based methods
achieves the desired level of return. This behavior persists across all sample sizes. It appears that
BAIL is struggling to obtain a meaningful policy for this particular environment. One potential
reason is that the upper envelope function approximated for this environment is not sufficiently
accurate, thus resulting in sub-optimal batches to be selected. Further analysis of the failure cases
and relative performance of BAIL across conditions is an important question, but one left for future
work. Despite the weakness in all BAIL-driven methods for this one environment, MBAIL still
outperforms single task BAIL and BAIL+, further indicating that our approach for multi-batch BAIL
works as expected.

5 Conclusions and Future Work

Sample efficiency still remains a main obstacle for most reinforcement learning (RL) algorithms be
applicable for real-world applications. Batch reinforcement learning has shown to be promising to
deal with real-world sequential decision making problems. To further improve the batch RL model’s
performance with a limited amount of training data points and its performance over multiple tasks,
in this work, we propose to tackle these problems with sample transfer and policy distillation. Ex-
periment results show that the proposed methods (BAIL+ and MBAIL) can significantly outperform
other baselines when the training data is limited. In the future, we plan to do more evaluation of the
proposed methods and investigate how to improve the policy distillation method used in this work.
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