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Abstract

We study off-policy evaluation and learning from sequential data in a structured class of Markov decision processes that arise from repeated interactions with an exogenous sequence of arrivals with contexts, which generate unknown individual-level responses to agent actions that induce known transitions. This is a relevant model, for example, for dynamic personalized pricing and other operations management problems in the presence of potentially high-dimensional user types. The individual-level response is not causally affected by the state variable. In this setting, we adapt doubly-robust estimation in the single-timestep setting to the sequential setting so that a state-dependent policy can be learned even from a single timestep’s worth of data. We introduce a marginal MDP model and study an algorithm for off-policy learning, which can be viewed as fitted value iteration in the marginal MDP. We also provide structural results on when errors in the response model leads to the persistence, rather than attenuation, of error over time. In simulations, we show that the advantages of doubly-robust estimation in the single time-step setting, via unbiased and lower-variance estimation, can directly translate to improved out-of-sample policy performance. This structure-specific analysis sheds light on the underlying structure on a class of problems, operations research/management problems, often heralded as a real-world domain for offline RL, which are in fact qualitatively easier.

1 Introduction

Offline reinforcement learning seeks to reuse existing data to evaluate and learn novel policies and is crucial in applications with limited freedom to experiment but plentiful logged data. In general Markov decision processes (MDPs), offline reinforcement learning can be very difficult, as we must understand the effect of actions in each state and time, whether in model-based (e.g., learn the transition kernel) or model-free methods (e.g., learn $Q$-functions). However, many practically-relevant problems fit in simpler, more tractable classes of MDPs with “sequential decision-making” but not “longitudinal data”, for example because transitions arise in a stochastic system from exogenous arrivals. In this paper, we study off-policy evaluation and optimization from observational data in this special class. At each timestep the same contextual response model generates both transitions and rewards. The setting is a variant of offline contextual bandits with constraints, where the same randomness generates transitions in the system state (status of the constraints) and rewards in the system. We call this setting, common in operations management, “stateful” to emphasize the well-understood and usually simple system state, like inventory state, in contrast to the unknown potentially high-dimensional context-dependent response model, like an individual’s propensity to purchase, that must be learned.

We first describe some stylized examples to illustrate how previously studied classical problems in fact share this broader structure: consider personalized dynamic pricing with inventory constraints,
or managing a rideshare system and repositioning vehicles by making price offers to individuals. The system state includes capacities of each resource, or locations of cars in the system. Individuals with contexts (covariates) arrive exogenously. The system takes actions, such as personalized price or trip offers. Given a context and action, the individual response generates changes in system dynamics: the purchase of a product consumes resources, or accepting a price offer and ride from one location to another moves cars. But given that we can offer the resource at all, the state of the system does not further affect the response except by affecting our pricing decisions.

We focus on the evaluation and optimization of state-dependent policies from offline trajectories collected from these system dynamics. Confounding is of particular concern in such observational data. Naturally, system actions can be spuriously correlated with outcomes. For example, we expect observational operational data to bias toward higher-revenue actions: higher price offers are made to individuals deemed more likely to accept. However, in our setting, the underlying system state does not causally affect the individual response and therefore, unlike individual-level covariates, the system state is not a confounder, making it easier to learn the response model from observational data, and then use it to design sequential policies.

The contributions of this paper are as follows. We model the above structure and specialize fitted-value evaluation and iteration. We establish the sample complexity: because the special structure allows data pooling and a reduction to analysis of tabular MDPs, $O(T^3)$ trajectories are required for off-policy optimization to achieve $\epsilon$-suboptimal value, where $T$ is the horizon (omitting logarithmic terms). Analyzing the problem structure, we show that bias from naive model-based approaches would generally persist when historical confounding is correlated with higher rewards. In the dynamic and capacitated pricing example, optimizing over threshold policies with our doubly-robust estimation approach improves upon naive model-based approaches. The key advantage of specializing to problem structure is reducing the number of required nuisance functions from $T + 1$ to simply two (propensities and outcome), which we show empirically leads to finite-sample improvements while retaining standard improvements from doubly-robust estimators.

## 2 Problem setup: Stateful off-policy evaluation and learning

We first describe the generic full-information MDP that generates our data before describing the restrictions that characterize the stateful setting. For ease of reference, we partition the state space of the full-information MDP into a product space of the discrete system state space $S$, potentially continuous context/covariate space $X$, and discrete covariate-conditional response space $Y$: $S \times X \times Y$. The inclusion of $Y$ in the state variable is purely informational; below we specify that it is the random variable that generates system transitions. Consider a finite-horizon setting with $T + 1$ timesteps, and denote the initial system state $s_0$; timesteps are indexed $0, \ldots, T$. Uppercase $(S, X)$ indicates random variables; lowercase $(s, x)$ indicates fixed values; and prime $(s', x')$ indicates next-timestep values. Let $A(s, x)$ denote the discrete action space feasible from the state $(s, x)$. A contextual policy $\pi_t: S \times X \rightarrow \Delta^A$ maps from system state/context to a distribution over actions, where $\Delta^A$ is the set of distributions defined on $A$, so that $\pi_t(a | s, x) = P(A = a | S = s, X = x)$ gives the probability of taking action $a$ given state and context information. Let $\pi = \{\pi_t\}_{t=0,\ldots,T}$ denote the MDP policy that is specified in a function class $\Pi_{0:T}$. Reward is a known deterministic function of next state transition, $R(s, a, s')$.

We next specify the restrictions on this MDP that give rise to our "stateful" setting. These are illustrated in Figure 1 Roughly: contexts arrive exogenously and contextual responses $Y$ come from a stationary conditional distribution $P(Y | X, A)$ and deterministically generate the system transitions. We henceforth use the shorthand $P(s' = s', x' = x', y' = y | S = s, X = x, Y = y_{-1}, A = a) = P(s', x', y | s, x, y_{-1}, a)$ for the transition model.

The following assumptions characterize the "stateful" setting and identify general structure that appears commonly in more specialized problem contexts elsewhere. We state them as assumptions for ease of reference.

**Assumption 1 (Exogenous context process).** The transition factorizes as

$$P(s', x', y | s, x, y_{-1}, a) = P(s', y | s, x, a) f(x') \forall s, s', x, x', y_{-1}, y, a$$
Assumption 2 (Contextual-response transitions). We know \( s'(s, y) : S \times \mathcal{Y} \mapsto S \) such that when \( s' \) is not absorbing from \( s \) we have:

\[
P(s', y \mid s, x, a) = \delta_{s', s}(y) \mathbb{P}(Y = y \mid x, a)
\]

We can easily extend to random transitions given responses, but focus on deterministic for concreteness and as it captures the most relevant application settings. Assumption 1 arises from contextual bandits or uniformizing (with contexts) a stochastic system \([20, 31\]). Assumption 2 reflects the offline contextual bandit nature of the problem and encodes that \( Y_t \) is independent of the originating state\([17\]) leverages a factorization with exogenous information, but not a contextual response model and notes that the “system transition function” construction is the norm in control/operations research \([6, 38\]).

For ease of presentation we introduce \( \{(s', y \mid s, a)\} \) as the pairs of next states and contextual responses reachable from \( s, a \).

Definition 1 (Reachable state transition-potential outcomes).

\[
\{(s', y) \mid s\} : = \{(s', y) \in S \times \mathcal{Y}: \exists x, a \text{ s.t. } P(s', y \mid s, x, a) > 0\}
\]

The corresponding full-information MDP is \( M = (S \times \mathcal{X} \times \mathcal{Y}, A, P, R, T) \) where \( P \) is the full-information transition kernel. Our observational data comprises of \( N \) trajectories; denote individual observations as \( S_t^i \) for \( t \) timestep of trajectory \( i: \{S_t^i, X_t^i, A_t^i, Y_t^i, R_t^i\}_{t=0,...,T} \).

Without loss of generality we omit the \( Y_{t-1} \) information state from the full-information value/reward to go \( V^\pi \)- and state-action value \( Q^\pi \)-function, since \( V_t(s, x, y_{t-1}) = V_t(s, x) \):

\[
V_t^\pi(s, x) = \mathbb{E}_\pi \left[ \sum_{t'=t}^T R_{t'} \mid S_t = s, X_t = x \right], \quad Q_t^\pi(s, x, a) = \mathbb{E}_\pi \left[ \sum_{t'=t}^T R_{t'} \mid S_t = s, X_t = x, A_t = a \right]
\]

It is useful to define the context-marginalized value function \( \tilde{V}_t^\pi(s) = \mathbb{E}[V^\pi(s, X)] \), the value function at system state \( S_t \) marginalized over context distribution \( X_t \), and analogously \( \tilde{Q} \). Under assumptions 1 and 2 and the notation of defn. 1, the \( Q \)-function in the full-information MDP is:

\[
Q_t^\pi(s, x, a) = \sum_{(s', y) \mid s} \mathbb{P}(Y = y \mid x, a)(R(s, a, s') + \tilde{V}_{t+1}^\pi(s')) \tag{1}
\]

Examples of stateful problems. We discuss illustrative examples. The first example, single-item personalized and dynamic pricing with inventory constraints, is adapted from classical models for network revenue management \([20, 19]\).

Example 1 (Single item personalized and dynamic pricing). \( Y_t \in \{0, 1\} \) is purchase/no-purchase, respectively, and \( A_t \in \{0, 1\} \) is whether a discount of value \( d \) is not or is offered. Let \( p(a) \) be the price corresponding to taking action \( A = a \). The reward is fixed given transition to \( s' \): \( R(s, a, s') = p(a)I[y = 1]I[s > 0] \). For short let \( R(a) \) denote price of product under \( a \), e.g. reward only received if item is sold, and we can only sell if we have stock so

\[\text{This assumption would not be true in settings where customers had full observation of the system and responded to it, e.g. in queuing if customers can observe queue length and balk. Or, if customer arrivals are correlated with system state due to unobserved confounders, such as weather patterns that lead to higher propensity to accept a ride and higher customer demand at other locations.}\]

\[\text{Instead of assuming arrivals would deterministically purchase and setting the control lever to be fare availability, we consider a stochastic demand response model.}\]
\[ s'(s, y) = \mathbb{I}[s > 0, y = 1](s - 1) + \mathbb{I}[s > 0, y = 0]s. \]

Denote the difference of value functions as \( \Delta V_t^\pi(s) = \tilde{V}_t^\pi(s - 1) - \tilde{V}_t^\pi(s) \), then the full-information \( Q_t \) function is 0 for \( t = T \), \( \mathbb{P}(Y = y \mid x, a)R(a)\mathbb{I}[s > 0] \) for \( t = T - 1 \), and for \( t < T - 1: \)
\[
Q_t(s, x, a) = \mathbb{P}(Y = y \mid x, a)(R(a)\mathbb{I}[s > 0] + \Delta V_{t+1}^\pi(s)) + \tilde{V}_{t+1}^\pi(s).
\]

Such structure also appears in multi-item network revenue management and spatial pricing and repositioning; we defer these descriptions to the appendix.

## 3 Related work

**Off-policy policy learning for offline sequential decision-making.** There has been extensive work on off-policy evaluation and learning in the sequential setting. We focus on work that builds on statistical model-free approaches, including doubly robust off-policy evaluation in incorporating value-function control variates \([13, 24, 50]\), and study of the efficient influence function that specifically uses Markovian structure to obtain efficiency bounds for evaluation \([26, 8, 27]\), as well as MIS or fitted-Q-evaluation \([45, 13, 30, 21]\).

Our estimator does not require rejection sampling on entire trajectories. Therefore we show statefulness is in fact more closely related to single-timestep off-policy evaluation and learning \([16, 29, 42, 45]\); we are able to pool available data across states and timesteps. We do not claim novelty relative to the extensively-studied doubly-robust estimation in sequential OPE: rather we study the practical fact that specializing to structure admits estimation with 2 nuisance functions rather than \( T + 1 \) nuisance functions.

**Online contextual decision-making with constraints and algorithmic analysis under known distributions.** In the main text we provide an abridged discussion highlighting contextual or stateful problems; see Section 3.1. Contextual bandits with knapsack (CBwK \([4]\)) does consider both contexts and statefulness, relative to an extensive literature (typically model-based) on either contextual \([14, 23, 39, 41, 5, 12]\) or stateful \([22, 7, 1]\) problems \([7]\). The closest work is \([4]\), but it considers the Lagrangian relaxation of the resource constraints. Relative to CBwK and pricing bandits, we consider a general MDP embedding and our sample complexity analysis and algorithm do not require specific structure of the reward beyond assumptions \([4]\) and \([4]\).

## 4 Off-policy evaluation and learning in the Marginal MDP

### Marginal MDP construction.

Section 2 described the generating process of the data. We now marginalize over contexts and (policy-induced) outcomes in a lifted marginal MDP on a discrete state space and continuous action space where actions are given by policy parameters. This MDP is purely a conceptual device which is used in the analysis. Direct OPE methods cannot be used in the marginal MDP because observations in the dataset correspond to variation over different actions, but not necessarily different policies that are actions in the marginal MDP.

The marginal MDP state space is the system state space, \( S \), action space is the set of parametrized policies, \( A(s) = \Pi(s) \), where \( \Pi(s) = \{\pi(s, \cdot) \in \Pi\} \) is the set of policy functions given \( s \), transitions between \( s \) and \( s'(s, y) \) occur with probability \( P(Y = y \mid \pi) \), (eq. 2), which is the single-timestep batch policy value. It is defined with respect to the single-timestep expectation as: \( P(Y = y \mid \pi) \) which provides the transition probabilities in the marginal MDP:

\[
P(Y = y \mid \pi) = \sum_{a \in A} \mathbb{E}[\pi(a \mid X)\mathbb{P}(Y = y \mid a, X)]
\]

and reward is \( \hat{R}(s, \pi) = \sum_a \mathbb{E}_X[\int_y \pi(a \mid X)R(s, a, s'(s, y))dP(y \mid X, a) \] the expected reward induced by context-conditional policy actions and corresponding outcomes.

The marginal MDP is \( \hat{M} = (S, \Pi, \hat{P}, \hat{R}, T) \). The key modeling insight is that expectations over individual exogenous arrivals may be estimated via a distribution of iid arrivals. It is immediate to

\[ \text{We discuss CBwK for a full discussion of related work. But while our framework can readily handle unknown or multiple behavior policies, we do not consider data directly collected from a bandit algorithm (i.e. outcome-adapted data subject to adaptive sequential learning bias).} \]
verify equivalence of policy values and optimal policies in the marginal and full-information MDPs (under the same policy-restricted class). (Note that higher-order moments are not equivalent.)

**Proposition 1.** Assume the policy class \( \Pi \) is a product space over \( s \in S, t \in [T] \). The marginal MDP \( \mathcal{M} = (S, \Pi, \hat{P}, \hat{R}, T) \) has the same optimal policy, and policy value for tabular states, as the full-information MDP with policy class \( \Pi, \mathcal{M} = (S \times X, Y, A, P, R, T) \).

**Example: Marginal value function for single-item pricing.** In the marginal MDP counterpart of Example 1, \( \hat{P}(s-1 | s, \pi) = P(Y = 1 | \pi), s'(s, y) = \mathbb{I}[s > 0] \mathbb{I}[y = 1](s-1), \) and for \( t < T - 1 \):

\[
\hat{V}_{t+1}^{\pi}(s) = \hat{R}(s, \pi) + \hat{V}_{t+1}^{\pi+1}(s) + P(Y = y | \pi) \Delta V_{t+1}^{\pi+1}(s)
\]

**Estimation via fitted value evaluation and iteration in the marginal MDP.** We define the propensity score and outcome model as follows:

\[
e_t(a, x) = \mathbb{P}(A_t = a | X = x), \quad \mu(y | a, x) = \mathbb{P}(Y = y | A = a, X = x).
\]

The propensity score only controls for \( X \): while we allow the underlying behavior policy to be state-dependent, Assumption 2 implies that adjusting for \( X \) is sufficient to estimate the marginalized transition, eq. (2), because the state does not affect the outcome. To achieve the orthogonality and rate double-robustness benefits of the doubly-robust estimator we next introduce, we use two-fold sample splitting in trajectories and timesteps. We use cross-time fitting and introduce folds that partition trajectories and timesteps \( k(i, t) \). For \( K = 2 \) we consider timesteps interleaved by parity (e.g. odd/even timesteps in the same fold). We let \( k(i, t) \) denote that nuisance \( \hat{\mu}^{-k(i,t)} \) is learned from \( \{X_{t}^{(i)}, Y_{t}^{(i)}\}_{t \in \mathcal{T}(i), t \text{ mod } 2 = t \text{ mod } 2} \); e.g. from the \( -k(i) \) trajectories and from timesteps of the same evenness or oddness but is only used for evaluation in the other fold. Interleaving between timesteps insures downstream policy evaluation errors are independent of errors in nuisance at time \( t \).

We let \( \hat{P}(Y = y | \pi) \) denote the empirical estimate: we verify that the standard doubly robust estimator, reweighting the empirical transitions in observational data, for single-timestep offline policy learning estimates the transition probabilities in the marginal MDP.

**Proposition 2** (Single-time-step doubly robust estimator of transitions in the marginal MDP). Let

\[
\Gamma_i(y | a) := \mathbb{I}[Y_i = y] - \hat{\mu}^{-k(i,t)}(y | A_i, X_i) \mathbb{I}[A_i = a] + \hat{\mu}^{-k(i,t)}(y | a, X_i)
\]

\[
\hat{P}(Y = y | \pi) := (NT)^{-1} \sum_{i=1}^{T} \sum_{j=1}^{N} \sum_{a \in A} \pi(a | X_i) \Gamma_i(y | a).
\]

\( \hat{P}(Y = y | \pi) \) is an unbiased estimator of \( P(Y = y | \pi) \) if at least one of \( \hat{\mu} \) or \( \hat{e} \) are unbiased.

**Proposition 2** verifies orthogonality, that the estimator is doubly-robust against misspecification of one of \( \mu \) or \( e \). The estimator only adjusts for contexts since Assumption 2 specifies that the state variable does not affect the response (hence is not a confounder).**Proposition 2** considers the stationary case: when \( X_t \) is time-varying but non-adversarial with fixed distributions, similar data-pooling is possible by estimating density ratios.

Given a generic estimator \( \hat{P}(Y = y | \pi) \) for the marginal transition probability \( P(Y = y | \pi) \), we can construct a Q-estimate as follows: \( \hat{P}(Y = y | \pi) \) can be the doubly robust estimator as in **Proposition 2** or alternatively the IPW estimator (simply let \( \hat{\mu}^{k(i, t)} = 0 \) in **Proposition 2**) or direct method estimator (simply let \( \hat{e}^{k(i, t)} = \infty \) in **Proposition 2**). We use backwards recursion to evaluate the off-policy value estimate \( \hat{V}_{t}^{\pi}(s) \) using model-based evaluation with \( \hat{P}(Y = y | \pi) \) in the marginal MDP.

\[
\hat{Q}_{t}^{\pi+1}(s, \pi) = \sum_{s', y} \hat{P}(Y = y | \pi) \left( R(s, a, s') + \hat{V}_{t+1}^{\pi+1}(s') \right).
\]

**Policy Learning.** When the policy space is in fact a product set over the state space (i.e., the policy being optimized can vary independently for every value of the state), we study a policy learning proposal in Algorithm 3 which implements backwards-recursive policy learning to determine the optimal policy vector \( \pi \).

\footnote{In revenue-management settings, it is common for \( X_t \) arrivals to be nonstationary. While online algorithms considers adversarial arrival distributions, relevant arrivals may also have highly structured nonstationarity, e.g., “business-class” arrivals arriving later on. To a limited extent, adversarial arrivals could also be modeled by robustness, e.g., using the approach of \footnote{3} over density ratios for each timestep’s subproblem in Algorithm 3.}
5 Analysis

Sample complexity. We first provide a generalization bound for Algorithm 1 on the out-of-sample regret \( \hat{V}_0^{\pi^*} \), the true value achieved by the sample-optimal policy \( \hat{\pi}^* \), relative to the best-in-class policy, \( V_0^{\pi^*} \). We assume the policy class at a given \( s, t \) has restricted functional complexity in the sense of a finite entropy integral of the covering numbers \([33, 34, 35, 30]\). We discuss this in Section C with a stateful example where the problem constants are independent of \( \pi \). The main improvement in Theorem 1 is in specializing to statefulness so only two nuisance functions are required, rather than \( \pi \). We specialize to Example 1: similar results should hold for other settings with less interpretable conditions.

Theorem 1 (Sample complexity and rate double-robustness). Suppose \( \nu^{-1} \leq e(a \mid x) \leq 1 - \nu^{-1} \) uniformly over \( a, x \), for \( \nu > 0 \), (overlap) and for some rates \( 0 < r_1, r_2 < 1 \) and constants \( C_1, C_2 \), we have uniformly consistent estimation of nuisance estimates

\[
\mathbb{E}[(\mu(y \mid a, X) - \hat{\mu}(y \mid a, X))^2] = o_p(n^{-r_1}), \quad \mathbb{E}[(e(a \mid X) - \hat{e}(a \mid X))^2] = o_p(n^{-r_2}),
\]

where \( r_1 + r_2 \geq 1 \). Then there exists a random variable \( \kappa = o_p((NT)^{-\frac{1}{2}}) \) so that w.p. \( \geq 1 - \delta \),

\[
\hat{V}_0^{\pi^*} - \hat{V}_0^{\pi^*} \leq \frac{9\rho R_{\text{max}}^\delta /2(T^{1/2} + 1/2T^{3/2}) \sqrt{d_{\text{vc}}} \log(5T^3)/3}{\sqrt{N}} + \kappa.
\]

The main improvement in Theorem 1 is in specializing to statefulness so only two nuisance functions are required, rather than \( T \times |\Pi_0, T| \) many as would arise in the case of \( Q \)-function nuisances. We also observe that the problem constants are independent of concentratability coefficients used in batch RL to quantify the degree of exploration in observational data but are clearly ill-suited for the setting here \([33, 34, 35, 30]\). We discuss this in Section C with a stateful example where the uniform concentratability coefficient is exponential in the horizon, but the stagewise overlap bound is \( O(T) \).

Structural analysis: error propagation in dynamic pricing. We study the possible drawbacks of naive plug-in approaches (DM) by analyzing error propagation in general. We provide structural conditions for error persistence in the sequential setting and study the context of practically anticipated demerits of naive model-based approaches with observational data: the combination of misspecification bias and endogeneity. Error could “persist” if model error in transitions and value functions continues to impact downstream learned policies or “attenuate” if these cancel each other out in the sequential setting, especially given the simple next-time-step-dependence on marginal \( V \). We specialize to Example 1: similar results should hold for other settings with less interpretable sufficient conditions. Define the threshold \( \theta^* \), true conditional expectation ratio \( \Delta \mu^* \), and optimal (threshold) policy \( \pi^* \):

\[
\theta^*_t(s, \Delta V_{t+1}(s)) = \frac{\Delta V_{t+1}(s)}{\overline{\Delta V_{t+1}(s)}}, \quad \Delta \mu^*(x) = \frac{\mu(1 \mid s, x)}{\mu(0 \mid s, x)}, \quad \pi^*(1 \mid s, x) = \mathbb{I}[\Delta \mu^*(x) > \theta^*_t].
\]

The confounded-optimal policy incurs error from \( \Delta \hat{\mu} \) or \( \Delta V^\pi^* \). We reparametrize the decision boundary on \( \Delta \hat{\mu} \) relative to \( \theta^*, \Delta \mu^* \). Then the biased optimal policy is a threshold \( \hat{\theta}^*(s, \Delta V) \) with the following relationship to \( \theta^* \), where \( \delta(a, x) \) is a pointwise error:

\[
\delta(a, x) = \hat{\mu}(y \mid a, x) - \mu(y \mid a, x), \quad \hat{\theta}^*_t(s) = \theta^*_t(s) \cdot (1 + \delta(0, s)/\mu(1 \mid 0, x)) - \delta(1, s).
\]

When self-evident we omit dependence of \( \theta^* \) on arguments that remain fixed for brevity. Error “persists” if the error at different timesteps, including from value estimation, persists in the same direction relative to the optimal policy. We provide a sufficient condition for concluding the direction of error induced only from downstream errors in value estimation. In the main text we state a special case; the appendix includes the full theorem for \( t < T - 2 \) with less interpretable conditions.

---

Algorithm 1 Backwards-Recursive Policy Learning

1: Input: estimate \( \hat{P}(Y = y \mid \pi) \), policy class \( \Pi_0, T \)
2: for \( t = T, \ldots, 0 \) do:
3: for \( s \in \mathcal{S} \) do:
4: Estimate off-policy value \( \hat{Q}_t^{\pi^*, \pi_{t+1:T}}(s, \pi) \) via eq. (2)
5: Optimize \( \hat{\pi}_{t,s}^* \in \arg\max_{\pi \in \Pi(s)} \hat{Q}_t^{\pi^*, \pi_{t+1:T}}(s, \pi) \) and update \( \hat{V}_t^{\pi^*, \pi_{t+1:T}}(s) \leftarrow \hat{Q}_t^{\pi^*, \pi_{t+1:T}}(s, \hat{\pi}_{t,s}^*) \)
6: return \( \hat{\pi}^* = \{\hat{\pi}_{t,s}^*; t \in [T], s \in \mathcal{S}\} \)
Figure 2: Policy evaluation and optimization as more trajectories (x-axis) are collected of \(T\)-horizon selling in contextual and capacitated dynamic pricing, example 1; specification of eq. (6).

(a) Relative absolute error (y-axis) of off-policy evaluation with increasing model misspecification (\(\Delta\)). Lower is better.

(b) Out-of-sample value \(V^{\hat{\pi}_T}_{\cdot,1:T}\) (y-axis) of policy optimization: threshold policies optimized via Algorithm 1. Higher is better.

Figure 3: Conditions of Theorem 2 for error persistence.

Theorem 2 (Conditions for error persistence). For \(t = T - 2\), assume \(R(1) > R(0)\), without loss of generality. Then, for \(s > 2\),

\[
\mathbb{E}[-\tau(X) \mid \hat{\theta}^*_T \leq \Delta \mu^*(X) \leq \theta^*_T] \geq 0 \quad \Rightarrow \quad \hat{\theta}^*_T \leq (\Delta V^{\hat{\pi}_T}_{T-1:T})^T < \hat{\theta}^*_T \leq (\Delta V^{\pi_T}_{T-1:T})^T.
\]

We discuss implications of Theorem 2 for bias persistence in the context of Example 1.

Example 2 (Error persistence in Example 1). Suppose the cumulative effects of model misspecification and endogeneity is such that \(\delta(1, x) > 0 > \delta(0, x)\) uniformly over \(x\), for example if historical price increases were targeted towards those more likely to purchase them and discounts were targeted to those less likely to purchase overall. Then for any \(s, \Delta V, \hat{\theta}^*(s, \Delta V) \leq \theta^*(s, \Delta V)\). By assumption on, e.g. price elasticity so that \(\tau(x) \leq 0\), we expect the sufficient condition of Theorem 2 to be true so that bias persists; for \(s > 2\),

\[
\hat{\theta}^*_T \leq (\Delta V^{\pi_T}_{T-1:T})^T < \hat{\theta}^*_T \leq (\Delta V^{\pi_T}_{T-1:T})^T.
\]

6 Empirics

Data-generating process. We consider a simple example based on single-product dynamic pricing (example 1), with a response model that is a \(\Delta\)-weighted mixture model of a logistic specification and a nonlinear specification, where \(\sigma(\beta^T x) = (1 + \exp(-\beta^T x))^{-1}\).

\[
\mu(1 \mid a, x) = (1 - \Delta)\sigma(\beta^T x + \beta_0 \cdot p(a)) + \Delta \sigma(x_0^2 \cdot p(a)), \quad \epsilon(1 \mid x) = \sigma(-0.8\beta_1^T x) \quad (6)
\]

We generate the data corresponding to the outcome specification for parameters \(\beta = [-0.75, 0.75]\), \(\beta_0 = -2\). We learn outcome models \(\hat{\mu}\) by either logistic regression (for DM, direct method or DR, doubly robust) or a neural network for a nonparametric nuisance estimate (DR-nonpara), and the behavior policy by (well-specified) logistic regression. We consider a (time and state-stationary)
evaluation policy \(\pi_e(1 \mid x) = \sigma(0.25(\beta^T x))\). The time horizon is 10 timesteps, with initial state capacity \(s_0 = 4\).

**Policy evaluation and optimization.** In Figure 2 we generate different outcome models with increasing levels of misspecification \(\Delta\), evaluate \(V_0(s, 0)\) by Monte Carlo rollouts with \(N = 10000\) trajectories. We compare DM with logistic regression nuisance, DR doubly-robust with logistic regression, DR-nonpara with nonparametric nuisance, and IPW, inverse propensity weighting. (See Section D for further comparison including other baselines and policy optimization in the well-specified \(\Delta = 0\) case, where the variance drawbacks of IPW do worse than model-based approaches.) Figure 2c considers off-policy evaluation, with absolute relative error on the y-axis and trajectory size on the x-axis (log grid from \(N = 50, \ldots, 5000\)). When \(\Delta = 0.2\) the logistic outcome model is misspecified, but orthogonality and the well-specified propensity score ensures estimates are asymptotically unbiased. Similar to other DR settings, although incorporating the outcome model reduces variance, incorporating a misspecified outcome model does worse than just using well-specified IPW, but we see faster convergence from the flexible, nonparametric nuisance which outperforms well-specified IPW. We also compared to nonparametric baselines FQE [30], and modified stateful versions of MIS [49] and DRL [26]. However, in this simple setting, the highly flexible nuisance estimators overfit and fail (incurring 40-50% absolute error). We discuss these baselines in greater detail in “OPE comparison” in a more favorable data-generating process.

We then consider policy optimization in Figure 2e with a rich policy class to avoid misspecification error issues. Motivated by eq. 5, observe that the optimal threshold policy on the true \(\bar{\Delta}\mu\) is an affine transform relative to a threshold on the estimated \(\hat{\Delta}\hat{\mu}\) (possibly misspecified, hence biased), with an x-conditional term for the conditional error. We approximate optimizing over policies \(\hat{\pi}(\hat{\Delta}\hat{\mu} > \theta)\) by ranging over all thresholds on \(\hat{\pi}(\Delta\hat{\mu} > \theta)\); this approximates the x-conditional error term of eq. 5 by a constant. This is similar to a contextual version of “bid-price” policies [20]. We optimize over the class of threshold policies on \(\Delta\hat{\mu}\) by enumerating thresholds and evaluating via the estimate from Proposition 2, so the functional specification does depend on the (unadjusted) nuisance estimation. The y-axis depicts out of sample value (higher is better) averaged over 48 replications. Both DR and IPW (inverse propensity-weighted) estimates translate to improvements in optimized policy value. We see dramatic benefits of DR when \(\Delta = 0.2\). For small dataset sizes, IPW suffers from high variance as expected. Therefore, DR and its variance reduction/well-scaled estimates achieve sizeable improvements for small amounts of data. As the amount of data grows larger, the performance of IPW nears that of DR asymptotically. The DM plug-in approach remains biased and achieves worse performance, even asymptotically.

**OPE comparison.** We compare to state-of-the-art OPE: FQE of [30] which does not use the “stateful” structure, and we also derive “strong baselines” that leverage some of the structure (MIS-mw [49], DRL-mw [27]). (We reiterate our core contribution is not in off-policy evaluation but OPE with direct uniform convergence.) For example, observe that since \(x\) is exogenously generated the finite-horizon state-action density ratio is independent of \(x\). We endow MIS-mw and DRL-mw with this structural information by restricting functional specification of the density ratio \(\mu_y(s, a)\) (see appendix Section D for details). As the general OPE literature prescribes, we use nonparametric nuisances, e.g. multi-layer perceptron with scikit-learn defaults for all nuisance predictors. We consider a more favorable DGP for OPE comparison in Figure 3a using eq. 6 with \(p = 5\) and \(\beta = [-0.53, -0.56, -0.10, 0.40, 0.74]\), \(\beta_0 = -2.39\). Our ablated derivation of MIS-mw does well overall, although empirically we find other DGPs where MIS-mw underperforms FQE. In the misspecified setting, our doubly robust estimators outperform MIS-mw, FQE, which fits next time-step \(Q(s, x, a)\), appears to converge but much slower than our approaches. The gap between FQE and DM for the (slightly misspecified) case precisely illustrates the benefits of encoding problem structure in Equation 1.

**Assessing the structural conditions of Theorem 2 in practice.** Figure 3c plots a histogram of the error \(\delta\): although it is symmetrically distributed for most \(x\), there is overall marginal error in the direction of our anticipated confounding error. In the empirical example we optimize over marginal thresholds and so we expect, marginalizing over \(x\), the directional error condition is satisfied. In Figure 3a we show a heatmap of \(\theta^*_e(s) - \theta_l(s)\) over timesteps and state values. As the analysis suggests, for \(s > 2\) for most timesteps the error persists: red indicates regions where naive thresholds are in the same direction, relative to the optimal threshold, and hence the error persists rather than attenuates over time.
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